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Abstract

In the RoboCup Soccer we can dominate a game
by choosing an effective strategy if we can analyze
and learn opponent’s strategies in advance. Solv-
ing this problem is a challenging task, so we attack
the problem in this paper. We propose a dissimi-
larity function which shows the difference between
opponents’ deployments at two different times, and
extend it to the difference between those of two dif-
ferent time intervals. Then, we analyze opponent’s
strategies by using the dissimilarity function. As a
first step we try to classify the opponent’s strate-
gies used in set plays. Employing the dissimilarity
matrix generated from the dissimilarity function,
we take the cluster analysis and classify the op-
ponent’s strategies. We apply this method to the
logged data of the small size league’s games played
in RoboCup 2012. By the experiments, we show
we can effectively classify the attacking strategies
used in set plays. We also discuss a method to learn
the opponent’s attacking strategies and to deploy
the teammates in advantageous positions on-line in

actual games.
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Abstract

In this paper, the authors propose “color voxel
server” as a shared vision system for RoboCup
SSL Humanoid, which generates coloring voxel
data of 3D space on a field from images taken
with multiple external cameras and supplies
it via network. Kimura proposed an origi-
nal “voxel server” in 2010, which is insuffi-
cient to distinguish objects. Because it gen-
erates binary voxel data. Therefore the pro-
posed server gives color information to voxel
without spoiling realtime performance by not
using full color and reducing number of col-
Seitz’s method of

voxel coloring is used to solve color of voxel.

ors in the camera images.

It takes about 80[ms] for a prototype pro-
gram to generate 4-color 10[mm]-cubic voxels
of 4050[mm]x3025[mm]x500[mm] space from
8 camera images and supply compressed data
via network. Moreover the authors show that
it is possible to distinguish objects and decide
action of robot based on color voxel data pro-

vided from the server.
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Table 1: Identification by color of voxel

Voxel Mode of expression
Nothing 0
Other 1
Orange 2
Blue 3
Yellow 4
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Table 2: Specifications of the experimental PCs

Server PC
oS Windows 7 Professional 64bit
Main Mamory 5GByte
CPU Intel Core i7 950(3.19GHz)
Graphic Board NVIDIA GeForce GTX260
Client PC
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Figure 9: Two types of labeling
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Figure 16: Initial and target positions of robots
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Abstract

In this paper, we propose a method that predicts
opponent player’s positions. This method is used
to generate decision making and achieved by us-
ing neural networks. Three-layered neural network
are used to learn the opponent positions. One neu-
ral network learns the mapping from a field status
to the position of an opponent player. Thus, 11
neural networks are necessary to learn opponent 11
players. The results by the numerical experiments
show that the proposed method predicts opponent

positions and helps to generate appropriate decision
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Abstract

A spinned ball varies its speed after the ball bounced
off the foor. It will be very useful to prevent dis-
advantageous situation if the ball’s state of spin is
estimated before the ball is kicked. This paper pro-
poses a method to estimate the ball’s state of spin by
using inertia feature of co-occurrence matrix of the
image sequences and shows the effectiveness of our
proposed method by some experiments. Further-
more, this paper discusses the influences of partial
occlusion and blur of the ball, and its application to

the strategic learning for RoboCup small size robot

league.
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Figure 2 System configuration.
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Figure 3 Flowchart of image processing.
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(a) original image (b) extracted region of

the ball

(c) enlarged image of
the ball

Figure 4 Extraction of ball’s region.

. HEME Ine 13, BECAERATE] Ps(i, §) 25,

Ine = > Olzj 0(2—]) Ps(i,7)

DEDITFRT D,
Step3. R—IL DIREEHETE
1BYE Ine 1I26F LC, o X 5 ICBEREZ1T 5 2
ETANT =L TOR—NVDOREEZHTET D,

(1)

StaticState
SpinningState

(Ine > Threshold)
(Ine < Threshold)

R NIl A Rt W e it 3 S b e BR | T -
Ine OEALOERTO—HFI %K 5 12773, ’INLH LN X
AT, BE B IIZ L 5> T Ine DEBKESELLTND
BB, ZIZT, HAFE Basler £ A601fc[4] %
B L, E7e, 6:(DX,DY) I3, BR T OR—LDT ¢
CTNVORREEIEIZ S = (3,0) & LT,

BallState = {

600

500

300

value of the feature Ine

Threshold
” w
100 Spinning State

mmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmm
mmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmm
mmmmmmmmmmmmmmmmmmmmmmmmmmm

frame number of image sequence

Figure 5 An example of the changes of the iner-
tia feature for an image sequence (spin and stop is
reperted).
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Table 1 The relation between the level and the ro-
tation speed of dribble roller.

[FlfE L~L | [EHSHEEE (rps)
Levell 0.6
Level2 1.0
Level3 3.1
Level4 4.0
Level5 5.1
Level6 6.0
Level7 6.9
Level8 14.6
Level9 20.0

Levell0 22.9
Levelll 23.8
Level12 28.2
Levell3 31.8
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rotational speed (rps)

Figure 9 An experimental result of the inertia fea-

ture Ine and the rotation speed.
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Abstract

This paper addresses a motion optimization method
for RoboCup 3D Soccer Simulation’s robots using
Particle Swarm Optimization (PSO). A robot’s
motion is modelled by the motion trajectories of the
robot using some parameters. The trajectory
equations’ parameters are adjusted to obtain the best
motion. We wuse particle swarm optimization
algorithms to tune the trajectory parameters .

1 Introduction

Nowadays, one of the major robotic research focuses
on humanoid robots and their relationships with
human and/or other robots. In the aim to give a
common target and problem to all laboratories, the
RoboCup has been created. This worldwide project
is divided in lots of categories such as rescue and
home. Among these categories, the first to have been
created was the soccer category. The RoboCup
Soccer’s objective is to create and improve robots
and their behaviours to be able to play to soccer [1]
The major research points of this category are the
improvement of the robot’s motion and their
communication. The objective is to be able to play
and win against the world-cup championship team
by 2050.

The RoboCup Soccer category is further
divided into several leagues according to the
regulation of robots: Humanoid, middle-size, small-
size, standard platform, and simulation. The
simulation league focuses on the intelligent aspect of
soccer robots as it employs virtual soccer players of
computer program that play soccer in a virtual
soccer field. There are two sub-leagues in the
simulation league depending on the specification of
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the virtual field: 2D and 3D. While the 2D league
has no concept of height as every object is
represented as a two-dimensional vector, the 3D
league has a more realistic virtual environment: The
soccer field is placed in a three-dimensional space
and soccer robots are built in the virtual field by
joining multiple elemental parts with joints. Thus the
soccer robots are more realistic and more
complicated than 2D soccer robots. The
development of 3D robots faces many problems.
One of the major problems is the motion
optimization. We need to improve robot motions
such as walk, kick, dribble, etc., to obtain stable,
quick and efficient movements. But the variety of
robot’s architecture, the number of parameters
needed to configure a motion and the dependencies
between the parameters of its motion are the root
cause of the complexity of the optimization problem.
To be able to answer to these problems we need to
create a software able to cope with the different
robots configuration and research the best values for
the set of parameters in a huge research space.

2 Motion Optimization

A widely used way to optimize robot’s motion is to
use inverse kinematics. We could create a motion by
setting all the engines of the robot, but there are too
many parameters. So in order to reduce the number
of parameters, we choose some points of the robot
and search to optimize their trajectory. After having
determined these trajectories by setting a value to
the equation’s parameters we use mathematics rules
to deduce the trajectory of each engine used in this
motion. This method is ever used by some other



27

teams; the innovations are to use the PSO as an
evolution strategy [2] and to try to create adaptable
software.

2.1 Target Trajectories

The first step is to choose the target points on the
robot. These points will determine the motion that
we want to obtain. For example, in case of a walk
motion, the focal points will be the end of the
robot’s foots and the centre of the hip (see Fig. 1) [3]

a(t)

Fig. 1. Choice of target points and trajectories for a walk
motion.

After having chosen the points, the second step
is to choose their target trajectories. These
trajectories will create the desired movement. They
are represented by a movement equation such as
linear movement or oscillators’ movement and can
be coupled together. To keep the example of the
walk motion, here an equation of movement for one
of the tree target points of this motion:

3
i(t) = w; + Z
JU#D)

w;j sin(@; () — @i(t) +686;) (1)

Finally we obtain some equations which are
dependant of a set of parameters. And to fully
determine these equations we need to put value on
these parameters.

2.2 Parameter Optimization

The precedent equations depend on parameters
which can be separate in two kinds. There are the
parameters whose values are constant, like the size
of legs, arms or foot of the robot. They are based on
the robot’s architecture. The second kind is the
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parameters which will be tune by the research
algorithm. Here an example of set of parameters (for
walking motion)

Parameter name min max
w1 (= w, = w3) 2.0 10.0
W12(= Wy = Wy3 -1.0 10
= wz)
Wy3(= w3y) -1.0 1.0
Amax 0.0 2./(L1+L2)? — H?
a 0.0 Amax
St 0'0 amax
0.0 L1+1L2
h 2
H L1+12 L1+ L2
2
r 0.0 30.0
70l oy 0.0 10.0
Pyain 0.0 5.0
Dyain -5.0 5.0

Table. 1. List of parameters for walking motion.

Each parameter has a value and a definition
space. The limits of these definition spaces are given
by constant values or expressions which depend on
the value of other parameters.

In order to give a value to this set of parameters
the second step uses a research algorithm. This
algorithm will progress in a research space define by
crossing all the definition spaces. It will search the
best combination of value for the set of parameters.

The simulator will be use to evaluate each
solution. We will launch a simulation for each
solution and get data about robot’s performance and
environment state. The research algorithm will use
these data to evaluate the quality of each solution.

2.3 Inverse kinematics
During the third step we use the inverse kinematics
in aim to find the movement parameters (angle,
velocity, centre... etc) of each engines used in the
motion (knee, hips... etc).

We deduce these parameters from the robot
architecture, the successive positions of the target
points and by using some mathematical rules like
Pythagoras, and trigonometry.
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3 Software Design

An important aspect of this software is that is still in
development and even after being finished it could
be subject to improvement (like parallelization,
complex target motion). That is why we have
decided to set up the design in three modules.

The first module is the PSO module. This one
will be the subject of further discussions, so we
won’t describe it now.

The second module has many objectives;
first it should be able to represent the architecture of
the robot. The software will be able to use the xml
file representing the robots for the simulator, but we
also think to insert a module which allows the user
to enter manually via a graphical interface the
configuration of the robot. After the robots defined
by the system, the user will be able to choose some
target points on the robot and their target trajectories
and indicate if they are coupled. The equation of
these trajectories will be automatically generated as
well as the corresponding set of parameters.
Afterward the user will manually choose the
definition space (max and min) of each parameter.
The aim of this paper is that these values can be
constant as well as an equation. This implies the set
up of an equation parser. This one is for the moment
in development but will not be the subject of this
paper. As last but main objectives, the third module
will have the ability to use the solution returned by
the PSO module and to use the inverse kinematics to
define the motion parameters of each engine used in
the movement and generate a motion configuration
file. In fact to move, our actual robocup agents use
motion configuration files. It exist one file for each
motion that the agent wants to execute and the Al of
this one will have to choose between all its
possibilities. These configuration files are xml
formatted and describe the motion parameters of
each engine. The engines are defined by the
representation of the robot’s architecture. But the
problem is that each robot’s configuration an each
choice of target point will implies a different
mathematical problem to solve. In consequence we
will have to set up an IA able to solve them.

The server module is the last one. Its task is
to help the user to easily use the simulator server.
This interface should allow the user to launch a
simulator server, to get the data from the simulation
by using a log file system and finally to be able to
kill the server. In the aim to be easily improved to a
parallel version of the software, the interface has
been design to allow managing more than one server
in same time. Another little part of the software has
been developed in order to easily management he
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log file and extract the data. However this last one
will not be describe in this paper.

Figure 2 shows is the global algorithm that the
system will follow:

Problem Creation

Define robot’s architecture

Define target points and trajectories

v

Define parameters’ definition space

v

Optimization

PSO MODULE
Search solutions |
A v

I Calculate fitness { For each solution |
I

v
INVERSE KINEMATICS MODULE

Generate motion config file |
I

v
SERVER MODULE

| Launch simulation |
v

| Writte simulation data in log file |

v

| Stop simulation |

Fig. 2. Global algorithm.

4 Particle Swarm Optimization Module

4.1  Standard algorithm

The particle swarm optimization (PSO) is a research
algorithm whose objective is to find the best
combination of values for a set of parameters.
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The particle swarm optimization is based on the
idea of a flock of fishes which move in a space [4]
The aim of each fish is to find the place where there
is the best food (this representing the quality of a
solution calculated with the fitness function). The
fishes always remember the last best place that they
have find and they communicate together to share
information about the best place find by the whole
flock. The fish will move to a new position in
function of these two information. Finally the whole
flock should finish by find the best place of the
space.

Algorithm Components. As said just before the
PSO is based on a swarm of particles which are
inserted in a research space. The space is created by
crossing the definition spaces of the set parameters.
Each particle knows its position in this space, the
quality of this position, and remembers about the
best position that the particle has ever found and the
best position that the swarm has ever found. In
addition it knows their both quality. To finish each
particle have a velocity which is use to move in the
space. The position and velocity of each particle
have to be contained in the research space.

Initialisation. At the beginning we have to initialise
each value of the particles. So we generate a random
position in the space and a random velocity. The
best position of the particle will take the value of its
first position. The best position of the swarm will be
determined by sharing information between all the
particles’ best position.

Evolution.

Number of Iterations. After the initialisation, we
launch the research. The research will continue until
a stop criterion is complete. These criterions can be
the time, the number of iteration or an optimum
value has been reach (with a certain error).

Update Position and Velocity. At each iteration, we
calculate the new position of the particles and the
quality of this position. The quality of the particles is
measured by a pre-specified objective function.
Then we check if the best position of the particle
have been improved and share the information with
the whole swarm. Finally we update the velocity of
each particle.
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The new position of a particle is calculated in
function of the old position and the velocity (see Fig.
3).

Old Position

Particle Best

Swarm Best

New Position

Fig. 3. Update of the particle position.

The velocity is itself calculated in function of the
best Position known by the particle and the best
position known by the swarm [5].

Each time the value of the position and the
velocity are updated parameter by parameter.

Fitness Function. The quality of a position is
calculated with the fitness function. This function is
defined by the user depending on the problem. For
example in the case of a walk motion optimization,
the quality can be calculated depending on the
distance travelled in a given time, the error of
trajectory of the robot and its stability.

Confinement.  If the new position go out the
research space the particle become useless because
its position is not valid. That is why the particle
swarm optimization algorithm uses a confinement
procedure which moves the lost particle on the
closest edge of the research space and put its
velocity to 0.

Limitation.  But the standard particle swarm
optimization algorithm as its own limits. The fact is
it is only possible to use it to search a solution for a
set of parameters whose limits of definition space
are constant.

4.2  Dynamic search space PSO

In our case, the parameters of movement equation
are often linked each other. For example during a
walk motion the maximum high authorized for the
foot will depends on the actual value of the hips

high. It means that each particle will have its own
search space depending on its position.
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"l
|

P1 Space Search

Pl

P2 Space Search

[—

P2

Maximal Space Search

Fig. 4. Search space representation in a two-parameter
optimization problem.

Two solutions are possible; the first is to use the
precedent algorithm with a space equal to the
maximal space search. We define it by putting the
maximal value of the parameters in the expressions
which determine the limits of the definition space.
But use this method implied to effectuate the
research in lots of positions which are not valid (they
correspond to a totally impossible movement). It is a
loss of time. The second one is to use one search
space search for each particle. This is the subject of
this part.

One Search Space by Particle.

Problem. As said before a research space if defined
by crossing the definition spaces of the set of
parameters. But in this case some definition space’s
limits are defined by mathematical expression which
depends on the value of some parameters of the set.
So the parameters are linked each other.

The problem is that when we want confined
the particles in the search space; we change the
value of the position parameter by parameter. But
each time that we change the value of one
parameter, the position of the particle will change.
And so on for its search space. If we effectuate the
change without any regards for the order of the links
between the parameters there is a possibility that the
procedure enter in an infinite loop.

To avoid this problem, the best way is to
confine the particle following a precise order which
correspond to the link order of the parameters.

Tree Representation. To be able to find the good
order we can use a tree representation of the links
between the parameters. Each parameter has two
limits, which depends of a subset of parameters.
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In this tree, the nodes will represent the
parameters. A parameter is father of all the
parameters it depends of. A parameter which depend
of nothing is a leaf directly link to the root. The root
node doesn’t correspond to any parameter. It only
exists to be able to create a single tree even with
parameters without dependences. Here an example
of tree for four parameters A, B, C, D and where to
calculate B you need to know the value of C and D.

7N

Fig. 5. Tree of parameter dependences.

Modification of the Standard PSO. Finally in the
aim to use the PSO algorithm, we need to change the
confinement procedure. If the particle is not in its
search space, we need to put the particle on the
closest edge of the search space. But we have to
follow the link order.

The following figure show in red the good
path to determine the parameters value after

confinement.

O,
O\

Fig. 6. Confinement parameters order.

We start from the “A” node, and each time that we
move on a new node we determine the new limits of
the definition space with the parameter value
calculate before and put the parameter value of the
actual node to the closest limit. And go to the next
node until we arrive to the root node.

4.3  Experience

In order to test this module of and to compare the
efficiency between the standard and the new
algorithm, we have set up an experience. For a same
problem composed of a set of variables, which take
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their value in a defined interval, and of a fitness
point, we will launch a set of simulation for both
algorithms. And we will record the number of
iterations needed to find the fitness point.

The problem. To For this experience we chose a
two dimensional problem. It means that the problem
is composed of two variables x and y. We defined a
fixed fitness point, the point of coordinate (5.5 ;
0.01). In this problem, during the new algorithm
test, the second variable (y) space search limits will
depend on the value of the first variable (x). The
limits of the variables of the standard algorithm test
will be defined as the bigest space possible (biggest
value for x enter in the limits equation of y). In the
next graph we can visualize the space limits:

200

Fig. 7. Example of the space limits (case B).

We will effectuate the experiments in three
situations A, B and C. Each situation corresponds to
a different variable space search (0<x<1000) , their
limits value are presented in the following table :

New Algorithm Standard
Algorithm
Min Max Min Max
A| —(0.05%x) +(0.05*x) -49.75 | 49.75
+ 0.25 — 0.25
B | —(025%x) +(0.25*x) -240.5 | 240.5
+ 1.25 - 1.25
Cc —(0.5%x) +(0.5 -4975 | 4975
+ 25 *x)- 2.5

Table. 2. List limits of definition for the variable y.

For each experience we will launch a set of
simulations with 50 particles and 500 iterations
(which is enough to solve the problem).

The results.  For each simulation we have check
how many iterations the algorithm needed to find the
fitness point. Here are the results of the experiences:
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A B C
Standard 2794 296.5 298
algorithm
New 282.3 2545 250.3
algorithm

Table. 3. Average number of iterations needed to find the
fitness point.

We remark that the standard algorithm become less
efficient on a big research space (B and C) and so in
these cases we have a gain of time. The gain is not
so big but the problem was easy, 2 dimensions and
only 50% of impossible positions. But our software
will have to deal with more complicated. In addition
fitness calculations need a simulation of the robots.
This simulation can take 10 sec as 1 or 2 minutes in
function of the need. So each iterations gain is a big
victory. Finally the improvement of the algorithm
still allows to parallelise it [6].

5 Conclusion

To conclude this paper, even this software project
still in development some base the design have been
choose and some important module have ever been
implemented. The aim is to allow to easily
generating optimized motions for the robot of y our
choice and by the way we can use it to try different
kind of architecture.

PSO is a very easy algorithm which is highly
parallelizable. The experiences showed the
efficiency of the new algorithm. The server module
is very important because it will also help to
parallelize our software by launching lots of
simulation in a same time but also by following the
experience of several agents in a same simulation.
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In this paper, we propose a method to construct
an environment map by autonomous mobile robot
to solve the human avoidance task. The method is
based on Digital Elevation Model and we introduce
the decremental model in order to eliminate ghost
obstacles generated by moving bodies. We imple-
mented our method on the mobile robot Roomba
with Laser Range Finder and Kinect compatible
device as sensor devices. We conducted two exper-
iments to determine the suitable parameters of our
method.
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Lau, C. and IEEE Neural Networks Council, “Neu-
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Abstract—Using robot playmate to help autistic children is
a relatively new idea for therapy. A Robot can repeat to do
the same procedure precisely and does not get tired or bored.
Morevoer, earlier experiments show that Autistic children show
an open behavior to robots. In this paper, we want to discuss the
possibility of using humanoid robot to play scenario for autistic
children.

I. INTRODUCTION

Autism is a disorder of neural development characterized
by impaired social interaction and communication, and by
restricted and repetitive behaviors. The diagnostic criteria
require that symptoms become apparent after 18 months, or
before a child is three years old [11][13]. Many types of
therapies are used for treating autism [4], medical medicine
therapy, behavior psychology therapy, social work therapy,
artist therapy, art therapy, game therapy, music therapy and
others more.

The idea to use a robot for therapy has been raised for more
than ten years. Kerstin Dautenhahn et al. started to use robots
to help autistic children in the year 1998 [5]. This project, “The
AuRORA Project” [1], has been executed for over 10 years.
One of their former experiments was using a wheeled robot,
Labo-1 [6]; Labo-1’s length is 40 cm, width is 30 cm and
weight is 6.5 kg, Labo-1 has 8 infrared sensors (4 is in front
and 4 is at back). This robot also has a temperature sensor and
a speaker. Labo-1 can do behaviors such as obstacle avoidance
and child tracking using the devices mentioned above. They put
Labo-1 together with an autistic child in a small room which
size is 2x3 square meters. Labo-1 tries to catch the child, and
it makes a sound when Labo-1 is near the child. Then, they
recorded the interaction between the child and Labo-1 as a
video. They analyzed the record and got feedback such as
whether Labo-1 attracted the child, how much time the child
played with Labo-1.

After Labo-1, The ongoing development of small size
robots results in better and more robust robots with the advance
of the corresponding technologies. There are more and more
organizations devoted to this field of research. Robota robot
[16] [15] [14], a humanoid doll robot. It has an infrared
sensor and some rotatable joints; Tsai, Cheng-Hung [18] used
humanoid robot to play pose simulated game. They use a
normal webcam and some parts (red gloves and stickers on
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shoulder) that the child wore to capture the motion. Then,
they use ZigBee to transmit data and compared the motion
differences between each other; KASPAR [17] [9], a humanoid
robot that has much more movable joints (over 11). Its eyeballs
are rotatable and it has tactile sensors; NAQO, a robot produced
by Aldebaran, is used to teach to autistic children play the
drum for rhythmic music playing interaction [8].

Francois Michaud and Catherine Theberge-Turmel [12]
have concluded that a robot may be less intimidating and more
predictable than a human. A robot can follow a deterministic
play routine and also adapt over time and change the ways
it responds to the world, generating more sophisticated inter-
actions and unpredictable situations that can help capture and
retain the child’s interest. We agree with them.

The overall starting point of our research was to build a
robot that can help autistic children’s development. Thus, we
chose the humanoid robot scenario-playing way to achieve it.
The scenario-playing method is based on puppetry play.

Puppetry play has previously been used to train children
to practice spontaneous, imaginary, and symbolic play [7]. It
has been stated the this method can help bring them think
concretely into the world of abstract concepts and ideas .

The method’s main idea is to let robot play scenario with
puppetry, but with humanoid robot’s size we don’t prepare the
real puppets. Instead, we stick two piece paper of characters
on robot’s hands, act as real puppets.

We intent to check how much is the child willing or capable
to understand what is happening. We tell the child a little fairy
tale, where the story has a little twist. In the current version
the robot takes a role in the fairy tale and acts as a rabbit.
Suddenly, the robot switches the role and acts as a turtle. We
hope to detect a possible surprise in the reaction of the child.
We assume that such a surprise requires a basic understanding
of the fairy tale.

II.

In our case, we use the fairy tale - “Turtle beats Hare”
as our scenario. “Turtle beats Hare” is a tale talking about a
turtle and a rabbit are having a racing competition, rabbit is
lead at first but it lose to turtle in final because of its enemy
underestimation and taking a nap in the competition.

METHOD



Recent research suggests[10] that scenario-playing of a
social story can improve social skills of autistic children. A
social story means here a series of conversations about how
people interact with each other.

Typical stories are "Buy food”, Take a train” or "Go to
School”. Children with autism have always proved to be a
group without imagination which may mean that it is does not
matter whatever story or tale is. However in the current case,
we chose the fairy tale without a human character. The reason
is that we want to eliminate the factors of social stories and
investigate if their pure curiosity and attention to humanoid
robot can serve our purpose.

Our final goal is to design a robot and behavior that inspires
and guides them. We attempt to utilize a humanoid robot’s
characteristics, but also keep the design less intimidating and
more predictable to attract autistic child joint attention. Also
we intent to foster autistic children in the way that we stimulate
their imagination, spontaneous and symbolic play through this
robot.

The technical realization is depicted in Fig.1. The child
stands or sits in front of the robot, and then watches the
scenario with a simple background picture on the wall (realized
with a video projector) and its puppets, two stickers (see
Fig.2) on his hands. After the scenario ends, the autistic child’s
reaction is evaluated and it is decided whether the scenario is
repeated or not. If it is not repeated, a small test is conducted
in which we like to check the understanding. This little test
may be done by a test paper or an interactive games. During
the procedure, we will also put a web cam in field to record
children’s reaction for analyzing their attention. The complete
result will be summed up by test and related factors.

Child being In
front of robot

Scenario
Played

Scenario End
and See Child
reaction

Restart
Scenario ?

Do Little Test

Fig. 1. Flow chart of the humanoid robot scenario-playing method.
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Fig. 2. Stickers used on humanoid robot’s hands.

III. IMPLEMENTATION

A. Hardware and environment

We build the overall experiment environment with the fol-
lowing hardware: Humanoid robot, laptop, projector, speakers,
and wireless access point. The hardwares each other’s relation
are shown in Fig.5.

Humanoid robot : Here we chose Darwin-OP as our
humanoid robot and also our mediator with the autistic chil-
dren. Darwin-OP is made by ROBOTIS, it has a camera,
two microphones, a speaker, a gyroscope sensor, 3 buttons
and 20 DOF. Motions are designed in sequences: The robot
plays a series of actions of a role and is controlled by the
commands received from console (laptop). It sends back the
finished signal when the actions was done.

Laptop : A GUI serves as console of the overall environ-
ment. It plays the background of scenario with projector and
speakers, it also sends commands to Darwin-OP itself for role
playing.

Projector and Speakers : An assistant tool to help console
(laptop) shows the screen and plays the sound to children.

Wireless Access Point : A communication bridge between
console (laptop) and Darwin-OP.

Wireless Access Point

Darwin-OP
Send Command
(Action/role)
(‘ il

Send Action Done Signal

—

Connected

Fig. 5. Enviroment overall architecture

These hardwares are set down like this in Fig.6, and the
dash-line is projected range of projector. Autistic child will be
inside the projected range seeing robot play scenario; Assistant
will control the console from laptop at side.



Fig. 3.

Projector displayed the background and Darwin-OP played “Turtle beats Hare”scenario when system start running. Storyline from begin to end is

depicted from left to right. The most left photo shows the begining screen, it said “press ENTER to start (the program)”.

Fig. 4. Background used in the fairy-tale. Forest is used in intro; race circuit is used when start racing; path and stone under a tree is used when hare sleeps;
the final circuit appeared the other animals which hurray for turtle’s victory.
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Fig. 6. Hardwares’ location in the field.
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B. Console system

Console system is programed in C++. We use the SFML
library [2] to handle background changed events and the back-
ground sound. The UDP-based Data Transfer Protocol (UDT)
[3] handles wireless communication between the console and
Darwin-OP. Darwin-OP uses the official API for controlling
the motion (action).

Laptop is connected with the projector and speakers. The
screen from projector plays the background of a scenario,
speakers plays the sounds that belong to the background, and
Darwin-OP plays the specific role when specific background
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being played according to commands received through broad-
cast from laptop (see Fig.5).

C. Overall system running

During preparation, Darwin-OP takes two stickers in the
way depicted in Fig.7. During the turtle’s or rabbit’s lines, the
robot raises up the turtle sticker or rabbit sticker, respectively
(see Fig.8). Other roles and backgorund effects are played by
console (see Fig.4). Fig.3 gives and overview of the overall
system.

Fig. 7. How Darwin-OP takes turtle and hare, hands down (right), hands up
(left).

IV. CONCLUSION AND OUTLOOK

We presented method that is specifically designed to attract
the autistic children’s attention and discuss methods to measure
the rate of this attention.

As further steps, we intent to check to what extent the
autistic children are capable to distinguish the role that is
played by the humanoid robot. Currently, we use the character
stickers to imply and guide child to know robot’s role, but the
role representation in such way may be ambiguous. To resolve
the problem, we raise an idea that is using a head-changed
humanoid robot, take ”Turtle beats Hare” in example: The head



Fig. 8. Darwin-OP raise up hare (right) and turtle (left) stickers with their
role action.

turns to turtle when turtle turns talk and vice versa. However,
in more simple and brief way, we could prepare more robots,
every role played by one robot, this should be distinguished
clearly. We will consider it as our next topic.
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Abstract— R&D contests have gained popularity in re-
cent years. Empirical studies have, however, scarcely in-
vestigated their impacts on research activities to date.
This study empirically analyzes the impacts of RoboCup,
a robot soccer competition, to researchers’ performance
in general. The results show that both contest participants
and non-participants benefit from it.

Introduction

Governments and other organizations have
been increasingly interested in research and development
(R&D) contests in recent years[1]. Witnessing the appar-
ent success of recent cases such as U.S. DARPA’s Grand
Challenge or the Ansari X Prize, academic researchers
have also begun initiating R&D contests in the recent
years. However, to the best of this author’s knowledge,
[2] is the only study that has empirically and systemati-
cally examined the impacts of R&D contests on research
activities. [2] examined a contest for the agricultural ma-
chinery in the U.K., which was initiated in 1839 and con-
tinued until 1939. With the exception of this study, there
only exist oft-mentioned successful cases and a few case
studies[3-5]. [3] examined three contests in the last cen-
tury and concluded that the contests not only promoted
innovative activities of sponsor interest but helped de-
velop relevant industries as well. [4] and [5], who exam-
ined the recent two contests in space technologies and the
contest initiated by the UK parliament in the eighteenth
century, respectively, reached similar conclusions. Past
successful contests have been designed and held in the
later stages of R&D activities close to commercialization,
however.

R&D contest is an attractive scheme for gov-
ernments and researchers. The outcome of the contest is
clear and tangible. So are the awarding criteria. The
sponsor can avoid the costly and time-consuming process
of selecting research projects to fund, which is necessary
under the traditional R&D grant system. In typical con-
tests, the sponsors are only responsible for the one-time
cash awards for winners. They do not have to fund the
contest participants’ R&D activities, which can be many
times as large as the cash award. It is the participants that
are responsible for funding their research activities for the
contests. While governments and academic researchers
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have become increasingly interested in R&D contests re-
cently, there is no evidence that R&D contests are effec-
tive in the basic or applied R&D stages.

This study aims to fill these voids by providing
empirical evidence of the impacts of R&D contests on
research activities. It particularly focuses on an R&D
contest in the basic-to-applied R&D stage, where success
is not accompanied by direct monetary rewards. This is a
common format for contests initiated in academia. For
analysis, this study takes a bibliometric approach and an-
alyzes the research performance of the participants of the
RoboCup Soccer contest. It is an R&D contest in robotics,
the goal of which is to build a robot soccer team that is
capable of playing with human teams by 2050. The Ro-
boCup Soccer contest has been held annually since 1997
and has been growing to date.

This study firstly found that R&D contests
seem to have clearer impacts on research productivity
than on research quality. Secondly participation has nega-
tive impacts on research performance in the short term
but that the impacts turn positive in the subsequent years.
In addition, repeated participation has positive impacts.
Thirdly, researchers who do not participate in RoboCup
themselves but publish a scholarly paper(s) with Ro-
boCup participants exhibit higher research performance
than those who do not. It indicates spillover effects of
R&D contests to the larger research community. The
findings seem encouraging for policy makers and re-
searchers who are interested in R&D contests since they
have the potential to facilitate not only targeted research
but research activities in general.

Data and Sample
Data of the RoboCup Participants

This study analyzes the RoboCup Soccer com-
petition (or simply “RoboCup” hereafter). RoboCup has
steadily grown since its creation. At RoboCup 2012, 145
soccer teams participated in the games, a remarkable in-
crease from 38 teams in 1997. The popularity of Ro-
boCup provides an opportunity to examine the roles and
impacts of R&D contests in basic and applied R&D stag-
es.



In RoboCup, each team participating in the soc-
cer games is obliged to submit a short team description
paper (TDP) to disseminate technical information about
their robots or programs. Along with the soccer games, a
regular academic symposium is held, in which papers se-
lected from all of the submissions to the symposium are
accepted as symposium papers (SPs) based on scientific
merit and included in the symposium proceedings. The
symposium proceedings keep non-technical, non-research
overview papers (OPs) as well. The OPs provide the goal,
rules or overview of the RoboCup contests and summa-
rize the results of the games. This study collects infor-
mation about RoboCup participants in 2001-03 from the
TDPs, SPs and OPs, which is supplemented with the par-
ticipation data of the RoboCup contests held in 1997 (the
first contest). This study collected the SPs, OPs, and
TDPs from the symposium proceedings. It extended the
collection process to a supplementary CD-ROM that
keeps TDPs for the RoboCup 2003 and the Internet
search for the RoboCup 2002. Then, it cleaned and orga-
nized the collected authorship data.

Bibliometric Data

The study collected the bibliometric data of the
papers published in academic journals in robotics to
measure the performance of individual researchers. The
data is used not only to measure the research performance
of researchers but to identify researchers who are not par-
ticipating in the RoboCup contest as well. These re-
searchers are used as a comparison group in the analysis.

The data are obtained from Thomson Reuters’
Web of Science database in November 2011 for 18 major
academic journals in robotics published in 2001-05, in
which not only the RoboCup participants but also robot-
ics researchers in general publish or cite papers most fre-
quently (WoS data). The WoS data were then organized
and matched with RoboCup participants. The resulting
sample consists of 14,033 researchers, among whom
1,010 researchers participated in RoboCup 2001-03 as
TDP and/or SP authors. About 13,000 researchers in the
sample did not participate in these RoboCup contests but
published at least one paper in the 18 journals between
2001 and 2005.

Analysis

This study carried out a series of statistical anal-
ysis to examine the impacts of the RoboCup participation
on research performance, particularly research productiv-
ity and research quality.
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Dependent variables

The study uses two dependent variables to
measure research performance in terms of research
productivity (quantity) and quality following the literature
on patenting and paper publishing performance[6-9].

Research productivity is measured in terms of
the number of academic papers published in the 18 jour-
nals listed in Table 1 between 2004 and 2005. Research-
ers who published many papers are more productive than
those who did not. Thus, it is natural to use the proxy to
measure the research productivity of researchers. The
RoboCup contest is usually held in summer every year.
The submission of the papers and the registration of the
contests are closed a few months in advance. It is, there-
fore, necessary for the prospective RoboCup participants
in either TDPs or SPs to be engaged in the research and in
the assembling of robots several months in advance if not
within one year. They might have gained new ideas or in-
sights about certain research possibilities through the
months-long preparation and through their participation
in the RoboCup around summer. The new insights they
might have gained would have been incorporated in their
new research then.

Table 1. Journals used in the analysis

Journal title

Advanced Robotics

Artificial Intelligence

Automatica

Autonomous Robots

Biological Cybernetics

Fuzzy Sets and Systems

IEEE Robotics & Automation Magazine

IEEE Transactions on Automatic Control

IEEE Transactions on Neural Networks

IEEE Transactions on Robotics and Automation*

IEEE Transactions on Robotics*

IEEE Transactions on Systems Man And Cybernetics, Part
B

IEEE/ASME Transactions on Mechatronics
International Journal of Robotics & Automation
International Journal of Robotics Research
Journal of Intelligent & Robotic Systems
Robotica

Robotics and Autonomous Systems

* |EEE Transactions of Robotics and Automation
was replaced by IEEE Transaction of Robotics in
2005.



Research quality is measured in terms of the
number of forward citations that the papers published
between 2004 and 2005 received from those that were
published in subsequent years. High research productivity
does not necessarily mean high quality of research. This
study uses forward citation as proxy of the quality of re-
search. Researchers refer to past literature in their papers
if the literature is relevant and important in their study.
Papers that may be able to help advance relevant research
fields and that have huge impacts are more likely to be
cited by subsequent papers. There is a lag time between
when a paper appears in a journal and when it is cited by
others, however. Sometimes, researchers may need more
time to grasp the gist of a paper that they have read. They
may also need more time before they can apply the newly
acquired knowledge on their own research activities.
Moreover, they may need ample time to evaluate the ef-
fectiveness of their newly acquired knowledge. If they
judge the paper as valuable, they may cite it in the next
papers that they write, which may appear in a journal only
after several months or so.

Explanatory variables

Repeated SPs authorship is a dummy variable
and takes 1 when a researcher participates in RoboCup
2001-03 twice or more. It takes 0 otherwise.

SP 2003 is the number of the symposium papers
(SPs) that participants submitted and included in the
symposium proceedings for the symposium that was held
during the RoboCup 2003 contest. SP 2003 takes a value
of either O (i.e. no SP) or 1 (i.e. one SP) for the sheer ma-
jority of researchers. Few participants published more
than one SP. Similarly, SP 2002 and SP 2001 are the
number of SPs that were included in the symposium pro-
ceedings for the RoboCup 2002 and 2001 contests, re-
spectively.

Collaboration with RoboCup participants is a
dummy variable and takes 1 when a researcher does not
participate in RoboCup him/herself but publishes a schol-
arly paper(s) which is co-authored with a RoboCup par-
ticipant(s). It takes O otherwise. The variable is to assess
the spillover effects of R&D contests to the larger re-
search community.

Control variables

Seventeen control variables are also included in
analysis to control for soccer leagues and years,
first-mover advantage from the participation in the first
RoboCup, baseline of research performance, etc.
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Table 2. Summary statistics (n=14,033)

Variable Mean Sg\jl Min. Max.
Research productivity ~ 0.69  1.35 0 24
Research quality 13.35 42.86 0 1,498
Repeated SPs authorship 0.00 0.07 0 1
SP 2003 0.01 0.14 0 3
SP 2002 0.01 0.10 0 3
SP 2001 0.01 0.14 0 4
Collaboration with Ro- 0.02 013 0 1

boCup participants

Analysis results

The dependent variables—Research productivity
and Research quality—are non-negative count data of
papers and forward citations with wide variance, respec-
tively. A negative binomial model is applied to address
the over-dispersion in those variables[10], [11]. In addi-
tion, robust standard errors were used to address the het-
eroscedasticity in the data for analysis.

Tables 2 and 3 provide descriptive statistics of
the dependent and explanatory variables and the correla-
tion matrix. Estimations were made with Stata 12. Table 4
presents the estimation results for a full model. Only the
results for main explanatory variables are shown there
due to space limitation. Firstly, R&D contests seem to
have clearer impacts on research productivity (Model 1)
than on research quality (Model 2). A larger numbers of
coefficients for explanatory variables are found signifi-
cant in Model 1 than in Model 2. The signs of coefficients
are same in both Models.

The coefficient for SP 2003 is negative and sig-
nificant in Model 1 while it is negative but not significant

Table 3. Correlation among dependent and explana-
tory variables (n=14,033)

Variable 1 2 3
1 Research productivity
2 Research quality 0.462
3 Repeated SPs authorship  -0.016 -0.018
4 SP 2003 -0.034 -0.022 0.504
5 SP 2002 -0.016 -0.018 0.556
6 SP 2001 -0.023 -0.025 0.502
Collaboration with Ro-
7 boCup participants 0.029 0.028 -0.009
Variable 4 5 6
5 SP 2002 0.248
6 SP 2001 0.267 0.272
7 Collaboration with Ro- 0014 -0011 -0.013

boCup participants




in Model 2. The coefficients for SP 2002 and SP 2001 are
positive and significant in Model 1 while they are positive
but not significant in Model 2. They suggest that partici-
pation has negative impacts on research performance in
the short term but that the impacts turn positive in the
subsequent years.

The coefficient for Repeated SPs authorship is
positive and significant in Model 1 while it is negative
and insignificant in Model 2. Repeated participation leads
to higher productivity while it may not necessarily be
translated to high-quality research, which other research-
ers regard as new and important.

The coefficient for Collaboration with RoboCup
participants is positive and significant in both Model 1
and 2. That is, researchers who do not participate in Ro-
boCup themselves but publish a scholarly paper(s) with
RoboCup participants exhibit higher research perfor-
mance than those who do not. It indicates spillover effects
of R&D contests to the larger research community.

The findings seem encouraging for policy mak-
ers and researchers who are interested in R&D contests
since they have the potential to facilitate not only targeted
research but research activities in general.
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