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Abstract

In our barge-in-able spoken dialogue system, the user’s be-
haviors such as barge-in timing and utterance expressions vary
according to his/her characteristics and situations. The system
adapts to the behaviors by modeling them. We analyzed 1584
utterances collected by our systems of quiz and news-listing
tasks and showed that ratio of using referential expressions de-
pends on individual users and average lengths of listed items.
This tendency was incorporated as a prior probability into our
method and improved the identification accuracy of the user’s
intended items.

Index Terms: barge-in, spoken dialogue systems, utterance
timing, user characteristics

1. Introduction

Since barge-in-able spoken dialogue systems allow users to
freely express their utterances anytime, it is expected to im-
prove the quality of user interfaces. The user can interrupt the
system’s utterances to convey his/her intention. This interrup-
tion is called barge-in. Barge-in has attracted the attention of
researchers concerned with spoken dialogue systems, specifi-
cally, the issue of barge-in detection [1, 2]. Their purpose has
been to detect users’ barge-in occurrences quickly and accu-
rately. Strom [3] discussed a system’s behavior when barge-ins
were incorrectly detected. Since the user’s utterance is mixed
with the system’s in the case of barge-in, it was difficult to ex-
ploit utterance timing under environments where no close-talk
microphone is used.

We have developed a dialogue strategy that enables robust
interaction under noisy environments where automatic speech
recognition (ASR) results are not necessarily reliable [4]. Our
barge-in-able spoken dialogue system can detect the user’s
barge-in utterance thanks to an ICA-based sound source sep-
aration method [5] that extracts the user’s utterance from a mix-
ture of the user’s and system’s utterances. This system exploits
utterance timing together with ASR results to interpret user in-
tention: that is, to identify the item that a user wants to indicate
from items the system enumerates one by one. For example, the
system and the user can interact as follows:

User Tell me which temple you suggest visiting.

System There are ten temples that I would suggest. “Kinkaku-
ji Temple”, “Ginkaku-ji Temple- - -~

User That one.

System OK, you mean “Ginkaku-ji temple.” It is the most fa-
mous one - - -
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In this case, the user interrupts the system while it reads out
“Ginkaku-ji temple.” This system identifies the user’s refer-
ent, that is, what the user indicates by “That one.” By us-
ing the barge-in timing of the user utterance, it determines that
“Ginkaku-ji Temple” is specified by the user.

We investigate the user’s behaviors such as barge-in timing
and utterance expressions when he/she specifies his/her refer-
ent on the basis of data collected by two barge-in-able systems.
More specifically, we analyze how often each user barges in and
uses referential expressions. Some users prefer to barge in and
to use referential expressions, e.g., “that one”, while others pre-
fer to specify items by words or phrases in enumerated items. In
the former case, the system should make much use of the tim-
ing; in the latter case, it should give weight to interpretations
based on the ASR result.

We furthermore show that the user’s preference and the
lengths of enumerated items are helpful to adapt the weight be-
tween the utterance timing and ASR results. Characteristics of
users, enumerated items, and ASR results are used as features
of the logistic regression to adapt the weight.

The rest of the paper is organized as follows: Section 2 ex-
plains the framework for identifying the user’s referent. The
analysis of users’ behavior is explained in Section 3. Section 4
presents the estimation of the weight by using logistic regres-
sion and shows its experimental results. Section 5 concludes
this paper with future works.

2. Use of barge-in timing and ASR results
to identify user’s referent

2.1. Maximum likelihood estimation of user’s referent

This section describes a probabilistic framework in which we
integrate utterance timing and ASR results, both of which are
represented as probabilities [4]. This enables us to identify a
user’s referent as the item with the maximum likelihood. Here,
we define utterance timing as the temporal difference between
when a system utterance starts and when a user utterance starts
(see Figure 1).

We formulate the problem of identifying a user’s referent
T; that maximizes the probability P(7T;|U). Here, T; denotes
the ¢-th item enumerated by the system, and U denotes a user
utterance. We calculate the probability for each 7; and then
determine the user’s intention, 7.

PU|T:)P(T:)

T P(U)

argmax P(T;|U) = argmax
T; T;

argmax P(U|T;).
T;

ey
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Figure 1: Definition of utterance timing
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Figure 2: Flow of identifying user’s referent

Here, we assume all the prior probabilities P(T;) are equal and
P(U) is not dependent on <.

We calculate P(U|T;) in accordance with Equation (1) by
considering the possibilities of two cases. Here, Case C1 is
when the user conveys his/her intention by utterance timing, and
Case C is when he/she does by content of the utterance. Thus,
P(U|T;) can be represented as the following sum:

2
PUIT:) ZP(U|TiaCk)P(Ck|Ti)- @)
k=1

Here we set the coefficient « as the prior probabilities P(Cl|T})
as shown in Equation (3).

P(U|T~L) = (1 —Q)P(U‘Ti,cl)+O¢P(U|T¢,Cz).(3)
The parameter o gives weight to interpretations based on ei-
ther utterance timing or ASR results. P(U|T;, C) denotes the
probability of an occurrence of user utterance U in the case of
Cy, for each item T;. P(U|T;,C1) is calculated by a gamma
distribution assumed for utterance timing. P(U|T;, C2) is cal-
culated as a cosine distance between an ASR result and each
item 7} in the vector space model. Figure 2 shows the flow
of identifying a user’s referent. The details how to calculate
P(U|T;, Cy) are given in [4].

3. Tendency of user in uttering the
referential expression

The parameter o should be adequately determined for correct
interpretations of the user’s utterances. Understanding when
users convey their intention by utterance timing would help us
determine how to set o properly. This section presents how
often each subject uses referential expressions and reveals the

Table 1: Number of user utterances

Tasks Referential Content Total
News-listing (20 subjects) || 263 (65.7%) | 137 (34.3%) | 400
Quiz (31 subjects) 434 (36.7%) | 750 (63.3%) | 1184
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correlation between the ratio of referential expressions and the
average length of listed items.

Setting « properly corresponds to changing the prior prob-
ability P(C%|T;) adaptively to the following situations. When
a user specifies his referent, he uses referential expressions such
as “That one” or a pronoun, or content expressions such as
“Kinkaku-ji Temple” or “The second.” If a user utters a con-
tent expression, the user conveys his intention not by the timing
but by the content. In this case, the ASR result is important to
interpret his intention. On the other hand, a user’s referential
expression should be interpreted not by the content but by the
timing. If a user frequently utters referential expressions, « in
Equation (3) should be smaller to give weight to an interpreta-
tion based on utterance timing.

3.1. Data for analysis

We designed two different tasks to collect the user’s barge-in
utterances, and we analyze the difference of user expressions
between two systems. In the first task, the system enumerates
updated news titles that are automatically obtained from 10 RSS
feeds [4]. User can specify the news title after he/she consider
whether each news title seems interesting. In the other task,
the system enumerates 8 choices for each of 40 quizzes and
subjects choose one as an answer. User can specify the item
immediately when it is enumerated by the system. The average
length of news titles is 5.65 seconds and the titles often contain
unknown words for users. Whereas the average length of items
enumerated in quizzes is 1.59 seconds and the items consist of
well-known words.

We collected 400 utterances in the former system from 20
subjects and 1184 utterances in the latter from 31 subjects. The
number of referential or content expressions in two tasks is
shown in Table 1. This table indicates the difference of the ratio
of using referential expressions between the two tasks. Their
utterances from a news-listing task consist of more referential
expressions than content expressions and those from the quiz
task have the opposite composition. It is because a subject of-
ten uses a referential expression when the enumerated item is
long in seconds and when the item contains of unknown words.
Another reason of this is that a subject tends to use a content ex-
pression when the enumerated item is short in seconds, because
there is less time for him/her to say “That one”.

3.2. Ratio of using referential expressions and hypothesis

How often each user used referential expressions is shown in
Figures 3 and 5. The horizontal axis denotes the numbers of
subjects and the vertical axis denotes the ratio of referential ex-
pressions. Eight subjects in Figure 3 and two subjects in Figure
5 used referential expressions more frequently than 80% of their
utterances. Some subjects prefer the referential expressions be-
cause the barge-in timing is often more reliable than ASR re-
sults. In this case, the interpretation by the utterance timing is a
good strategy to identify the user’s referent. Their utterances are
interpreted robustly with regard to their utterance timing rather
than their ASR results. Determining o to give weight to inter-
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Figure 3: Ratio of referential expression for subjects in news-
listing task
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Figure 4: Ratio of referential expression for item lengths in
news-listing task

pretations obtained by utterance timing is important to decline
identification error caused by only using ASR results.

Figures 4 and 6 show the ratio of the referential expressions
increases as average item lengths become longer in seconds for
each news-listing and quiz. The horizontal axis denotes the av-
erage lengths of items and the vertical axis denotes the ratio of
referential expression. Each point corresponds to the one news-
listing or quiz. The coefficient of correlation in Figure 4 is 0.51
and that in Figure 6 is 0.81. This result suggests that it is an
effective strategy to rely on the utterance timing interpretation
when a system lists up longer items. This result indicate that the
system should give weight to an utterance timing interpretation
according to the lengths of the items.

4. Automatic estimation of parameter o
and experimental evaluation

We verify the relevance of changing « in accordance with each
user’s characteristics and situations in which the system enu-
merates. First, we show the oracle of the identification accuracy.
We then describe the automatic estimation of parameter « using
logistic regression. The evaluation of our method is presented
subsequently.

4.1. Oracle of identification accuracy in changing « for
each user utterance

We show that there is still room for improvement for identifi-
cation accuracy by optimizing «. This oracle is calculated as
follows:

1. Calculating P(U|T;) when « is changed from 0.0 to 1.0
in increments of 0.1.

3052

90 1
80 |
70 1
60 |
50 |
40 |
30
20

o

Ratio of referential expressions (%)

=)
-
~

3 4 5 6 7 8
Number of subjects

Figure 5: Ratio of referential expression for subjects in quiz task
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Figure 6: Ratio of referential expression for item lengths in quiz
task

2. If there exists an « that correctly identifies a user’s refer-
ent, we regard the user’s utterance as identifiable.

Table 2 shows the identification accuracy when « is 0.0, 0.1
and 1.0 and the oracle accuracy obtained by the steps above.
The identification accuracy when « is 0.0 corresponds to using
only the utterance timing, and that when o is 1.0 corresponds
to using only the ASR results. The case a = 0.1 was when the
highest accuracy was obtained among all «.. The accuracy in the
oracle, in which o was determined by hand for each utterance,
was higher by 4.9 points than the best one when o was fixed
(o = 0.1). This result indicates the effectiveness of changing
o for each user’s characteristics and item length to improve the
identification accuracy.

4.2. Determining « on basis of features of user characteris-
tics and enumerated items

We estimate o using logistic regression, which uses several
features obtained from the user characteristics and the average
length of items that the system enumerates, as shown in Equa-
tion (4).

1
“T1 +exp(—(a1Fi + asFo + -+ asFs + b))’

“

The advantage of using logistic regression is it can calculate o
automatically. Calculating « by simple rule is difficult because
not all rules can be defined. For example, it is not always ap-
propriate to set a to large value whenever a user utters content
expressions because we found a case where the user’s referent
is estimated correctly using utterance timing. The coefficients
ai,- - ,ae and b are fitted using training data. The independent
variables F1, - - - , Fg are the features shown in Table 3.



Table 2: Identification accuracy [%] for user utterances

Referential Content Total
«@ (#:434) (#:750) (#:1184)
0.0 98.4 (#:427) | 84.3 (#:632) || 89.4 (#:1059)
0.1 98.2 (#:426) | 86.8 (#:651) || 91.0 (#:1077)
1.0 3.23 (#:14) | 58.9 (#:442) 38.3 (#:456)
Oracle 98.6 (#:428) | 94.3 (#:707) || 95.9 (#:1135)
Our method | 98.2 (#:426) | 88.9 (#:667) || 92.3 (#:1093)

Table 3: Features of user’s and system’s characteristics

Fi:  ASR word correctness

F>: maximum of ASR confidence scores

F3:  ratio of referential expression

Fy: whether user barges in user’s referent or not
F5:  utterance timing [sec.]

Fs:  average length of listed items [sec.]

Features I and F represent the characteristics of the ASR
results. F corresponds to the user’s ASR word correctness and
it is calculated after the user’s all utterances are collected. F5
is the maximum ASR confidence score among words contained
in the user utterance. Features F3 to F represent the charac-
teristics about when and what the user speaks. The ratio of ref-
erential expression, which is updated everytime the user utters,
is used as F3. Whether the utterance is a referential expression
or not is decided on the basis of transcriptions. Fj is whether
the user barges in the user’s referent or not, and F5 is the utter-
ance timing defined in Section 2. Utterance timing is detected
using the voice activity detection module of the ASR engine,
Julius [6]. Feature Fg represents the characteristics of items
the system enumerates, and Fg is the average lengths of listed
items. Features [ and F3 are given by hand in our experi-
ments. Calculating these features online and automatically is
one of our future works.

4.3. Target data for evaluation

We used 1184 barge-in utterances collected by our system in
the quiz task. We used Julius as the speech recognizer and a
3000-state phonetic tied-mixture triphone model as the acoustic
model. We made a statistical language model by using tran-
scriptions of user utterances. The vocabulary size was 409. The
ASR word accuracy for all utterances was 51.9%. Reasons for
the low accuracy include reverberation of the room and distor-
tions caused by the sound source separation since we used a mi-
crophone embedded in a robot instead of using a normal close-
talk microphone. Moreover, it was because they often speak
quickly or too softly.

4.4. Experimental results

We fitted the coefficients of the logistic regression with a 10-
fold cross-validation. The identification accuracy when « was
calculated by logistic regression for each utterance is also
shown in Table 2. This accuracy was 92.3% for all utterances,
which outperformed the accuracy when v = 0.1. The differ-
ences between this method and o = 0.1 for content expressions
and total utterances were statistically significant (p < 0.01) by
t-tests.

In fact, 16 utterances that could not be identified correctly
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when a = 0.1 became identified correctly. For example, the
utterance “the forth item” were interpreted that it specified the
fifth item based on utterance timing. By applying « estimated
from logistic regression, this utterance became identified cor-
rectly because o was automatically set larger; that is, the system
gave more weight to interpretations based on the ASR results.

Next, we examine the coefficients ai,--- ,as obtained
from logistic regression. Coefficients a3 and a4 had positive
values and the rest had negative one. These results were rea-
sonable as explained below: When F3 and F> are large, the
ASR results of user utterances are reliable. In particular, when
the user uttered content expressions, « should be large. Thus,
coefficients a1 and a2 should be negative as obtained. On the
other hand, if F3 and F4 are large, it is expected that o should
be small because the utterances seem to be identified by an in-
terpretation based on utterance timing Thus coefficients a3 and
a4 should be positive, as also obtained. If F5 is large, the user
tends to use content expressions and « should be large. Thus
as should be negative, as also obtained. If Fg is large, the user
tends to use referential expressions and ag should be positive
to set o large. However, ag had a negative value, which was
against our expectation. It is because some content expressions
can be interpreted by not only ASR results but also utterance
timing and then o does not matter.

5. Conclusion

We have experimentally demonstrated that the identification ac-
curacy improves by exploiting information about how a user
barges in and what a system lists. First, we collected 1584
barge-in utterances by our systems of quiz and news-listing
tasks and showed the ratio of using referential expressions de-
pends on individual users and average lengths of listed items.
We then incorporated this observation as a prior probability in
identifying the user’s referent by logistic regression.

Future works include the online estimation of features F}
and F3 that were given by hand in this experiments. Another
future work is to enable spoken dialogue systems to accept var-
ious kinds of barge-in utterances. In a natural conversational
interaction, users can make a variety of barge-in utterances; for
example, to conclude the conversation quickly, to correct mis-
understandings, or to assert themselves strongly - not only to
indicate their referent.
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