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Abstract
In conversational dialogue systems, users prefer to speak at any
time and to use natural expressions. We have developed an In-
dependent Component Analysis (ICA) based semi-blind source
separation method, which allows users to barge-in over system
utterances at any time. We created a novel method from tim-
ing information derived from barge-in utterances to identify one
item that a user indicates during system enumeration. First, we
determine the timing distribution of user utterances containing
referential expressions and then approximate it using a gamma
distribution. Second, we represent both the utterance timing
and automatic speech recognition (ASR) results as probabili-
ties of the desired selection from the system’s enumeration. We
then integrate these two probabilities to identify the item having
the maximum likelihood of selection. Experimental results us-
ing 400 utterances indicated that our method outperformed two
methods used as a baseline (one of ASR results only and one of
utterance timing only) in identification accuracy.

Index Terms: spoken dialogue system, conversational in-
teraction, barge-in, utterance timing

1. Introduction
Natural conversational dialogue systems should allow users to
freely express their utterances anytime. Of particular impor-
tance is that the user should be able to interrupt the system’s
utterances. For example, the user should be able to occasion-
ally interrupt the system by specifying an item when the system
is listing items. This ability to barge-in is difficult to attain
with normal input devices such as a stereo microphone. Takeda
et al. developed a sound source separation method by suppress-
ing self-generating sound and its reflections [1]. This method is
based on Independent Component Analysis (ICA) based semi-
blind source separation and provides conversational dialogue
systems with the capability to accept users’ barge-in utterances.
From such an utterance, the system can obtain not only its auto-
matic speech recognition (ASR) result but also the timing when
the user starts speaking. Thus, the spoken dialogue system can
utilize the separated utterance as well as its barge-in timing to
achieve a Barge-In-Able Conversational Dialogue System (BI-
ACDS).

With the BIACDS, for example, the system and the user
can interact as follows:

User Tell me which temple you suggest visiting.

System There are ten temples that I would suggest. “Kinkaku-
ji Temple”, “Ginkaku-ji Temple· · ·”

User That one.

System OK, you mean “Ginkaku-ji temple.” It is the most fa-
mous one · · ·

In this case, the user interrupts the system while it reads out
“Ginkaku-ji temple.” The semi-blind ICA technology first sep-
arates the user utterance “That one” with its barge-in timing and
then provides both pieces of information to the item identifi-
cation sub-system. This sub-system of BIACDS identifies the
user’s referent, that is, what the user indicates by “That one.”
By using the barge-in timing of the user utterance, it determines
that “Ginkaku-ji Temple” is specified by the user.

In this paper, we present a method for identifying the user’s
referent by focusing on barge-in utterances in the form of a
pronoun, object, or abbreviation during the system’s listing of
choices. This sub-system that reads out each item in a list is
important for two reasons. First, the user can indicate the refer-
ent by timing information, which is detected robustly. Barge-in
timing is more reliable than ASR results in many cases. Second,
this dialogue often appears when a system displays a retrieval
result in the information retrieval task, which is a promising
task in conversational dialogue systems that is being developed
at several companies such as Microsoft [2] and Google 1.

Users’ language expressions should not be restricted.
Therefore, we handle both cases of interpreting utterances: us-
ing its barge-in timing and using its content. We integrate the
two different information sources such as numerical barge-in
timing and symbolic ASR results. The problems with the item
identification sub-system are summarized below:

(1) Modeling barge-in timing to identify the user’s referent

(2) Integrating timing information with ASR results

For the former, we determine the relationships between the tim-
ing and content of a user utterance. For the latter, we construct
a framework in which both timing information and ASR results
are represented as probabilities. Using these probabilistic rep-
resentations, we can obtain the most relevant interpretation as
the one having the maximum likelihood.

Barge-in has attracted the attention of researchers con-
cerned with spoken dialogue systems, specifically, the issue of
barge-in detection [3, 4]. Their purposes are to detect users’
barge-in occurrences quickly and accurately. McTear [5] fo-
cused on how to stop a system utterance in order to recognize a
user’s barge-in. Ström [6] discussed a system’s behavior when
barge-ins were incorrectly detected. In this paper, we report a
new interpretation by utilizing the locutionary act of barge-in,
assuming that the barge-in detection is correct.

1http://www.google.com/goog411/
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2. Modeling of user’s utterance timing
We investigate the relationships between the content of user ut-
terances and utterance timing to utilize barge-in timing. Here,
we define utterance timing as the temporal subtraction of when
a system utterance starts and when a user utterance starts (see
Figure 1). While a system enumerates choices for selection,
the user utters referential expressions or content expressions
to select one item. The former indicates an utterance that con-
tains a reference term, such as “that one” or a pronoun. The
latter indicates an utterance containing content words, such as
“Kinkaku-ji Temple.” If the user utters a content expression,
the user conveys his intention not by the timing but instead by
the content. On the other hand, there must be a characteristic
distribution of the utterance timing in the referential expression
to convey a user’s intention.

We determine a distribution of utterance timing of referen-
tial expressions. We collected user utterances under two differ-
ent conditions: one was based on 35 user utterances when a sys-
tem enumerated items with an average length of 0.73 seconds.
The pause length between items is approximately 1.0 second
(Cond. #1). The other condition was based on 69 user utter-
ances when a system enumerated items with an average length
of 5.27 seconds. The pause length was 2.0 seconds (Cond. #2).
Utterance timing was detected by using the Voice Activity De-
tection of an ASR engine, Julius [7]. The distributions of ut-
terance timing of both conditions are shown in Figures 2 and 3
as histograms. The bars in the histograms denote the relative
frequencies of utterances in their timing, multiplied by the bar’s
width to represent the probabilistic density. The widths are set
to 0.5 seconds. We can see clear peaks in both figures, although
their peak positions and attenuation are different.

We model the histograms representing utterance timing of
referential expressions by a gamma distribution:

f (t) =
1

(ρ −1)!σρ (t −µ)ρ−1e−(t−µ) 1
σ (1)

Zhou et al. also claimed that the time required for human per-
ception follows a gamma distribution [7]. Equation (1) has three
parameters: µ , ρ , and σ . We fix ρ , representing the rough
shape of the distribution, to 2.0. We then assume that the re-
maining two parameters depend on a set of enumerated items
and pause lengths between the items, and can therefore be de-
termined beforehand on the basis of such criteria. We first set
µ as the average length of time required to speak a noun. Pa-
rameter µ represents the time lag between when a system starts
reading an item and when a user starts his utterance. Because
a user needs to listen to at least a certain portion of an item be-
fore he decides to select it, we set the average length to µ . We
then assume σ is proportional to the sum of an average length
of enumerated items and the pause length. Parameter σ repre-
sents the attenuation speed of a gamma distribution. We thus
set σ = β×(average length of enumerated items + pause length
between the items). The coefficient β is empirically set to 0.2.
The gamma distributions are also illustrated in Figures 2 and 3.
Their parameters are as follows: µ = 1.2 and σ = 0.3 in Figure
2; µ = 2.2 and σ = 1.5 in Figure 3.

3. Identifying a user’s referent using
barge-in timing and ASR results

We construct a framework in which both utterance timing and
ASR results are uniformly represented as probabilities. This en-
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Figure 1: Definition of utterance timing
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Figure 2: Timing distribution
in Cond. #1.
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Figure 3: Timing distribution
in Cond. #2.

able us to identify a user’s referent as an item having the maxi-
mum likelihood.

3.1. Basic formulation

We formulate the problem by detecting Ti such that the prob-
ability P(Ti|U) is maximized. Here, Ti denotes the i-th item
enumerated by a system, and U denotes a user utterance. That
is, P(Ti|U) represents how probable it is that U indicates Ti cor-
responding to each item in the system’s enumeration. We cal-
culate the probability for each Ti and then determine the user’s
intention, T .

T = argmax
Ti

P(Ti|U) = argmax
Ti

P(Ti,U)
P(U)

= argmax
Ti

P(Ti,U) (2)

We calculate P(Ti,U) according to Equation (2) by consid-
ering the possibilities of two cases: when the user indicates his
intention by either the utterance timing or the content of the
utterance. We denote these cases as C1 and C2, respectively.
Then, P(Ti,U) can be represented as the following sum:

P(Ti,U) = P(Ti,U,C1)+P(Ti,U,C2) (3)

Equation (3) denotes that the two cases are considered for all
user utterances. P(Ti,U,Ck) denotes the joint probability of an
occurrence of user utterance U , which should be interpreted as
case Ck and indicates the item Ti. We assume that U contains
two elements: U = {X , tb}. X indicates an ASR result and tb de-
notes the time at which the user barge in the system’s utterances.
Both P(Ti,U,C1) and P(Ti,U,C2) are defined in the following
subsections.

3.2. Probability defined by using barge-in timing

We define P(Ti,U,C1) by using utterance timing since C1 is de-
fined as the case when a user expresses his intention using ut-
terance timing. Therefore, we assume probability P(Ti,U,C1)
depends not on an ASR result X but on barge-in time tb only.
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Figure 4: Flow of identifying a user’s referent

Here, ti denotes the utterance timing after the system starts enu-
merating item Ti; that is,

ti = tb − start(Ti) (4)

Then, P(Ti,U,C1) is calculated as follows:

P(Ti,U,C1) ≈ P(Ti, tb,C1)
= P(ti,C1|Ti)P(Ti) (5)

Note that the probability P(ti,C1|Ti) represents a case when a
user indicates a specific item, Ti, in timing ti. Therefore, the
probability corresponds to the gamma distribution we found
in Section 2. As a result, we use the distribution f (ti) as
P(ti,C1|Ti). We also make all the prior probabilities P(Ti) equal
and set P(Ti) = 1/N. This N denotes the number of enumerated
items.

3.3. Probability defined by using ASR results

We define P(Ti,U,C2) by using an ASR result according to the
definition of C2. In this case, we assume that the probability
P(Ti,U,C2) do not depend on the utterance timing. This proba-
bility is a measure of the similarity between a user utterance U ,
that is an ASR result X , and each item Ti. To calculate this sim-
ilarity, two M-dimensional vectors X and Ti are defined. The
vector X corresponds to an ASR result of the user utterance U .
M is the number of nouns contained in all items enumerated by
the system. The elements of Ti are TF-IDF values [8] of all
nouns in the enumerated items in order to account for the word
importance. The vector X consists of ASR confidence scores
for the M nouns. By considering ASR confidence scores when
calculating the probability, damage caused by ASR errors is al-
leviated. We define the closeness using the cosine distance; that
is,

P(Ti,U,C2) ≈ P(Ti,X ,C2)
= α·cos(Ti,X) (6)

The coefficient α adjusts the score ranges between P(Ti,U,C1)
and P(Ti,U,C2). We empirically set α = 0.01. The flow of our
method of identifying a user’s referent is shown in Figure 4.

4. Experimental evaluation
4.1. Implementation of BIACDS

We implemented our BIACDS, whose components are shown
in Figure 5. The process flow is as follows: the sound of a user

User utterance

System utterance

(*1)
Rasp

TTS engine
VoiceText

ICA-based
semi-blind

source
separation

(*1) Mixed sound: 
system & user waveform
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ASR engine
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User 
utterance

Item 
identification 
module

Utterance timing 
and ASR results

System 
response

System 
utterance
waveform

System utterance
waveform

BIACDS

Figure 5: System architecture

utterance is mixed with a system utterance, as the system uses
a microphone embedded in a robot under a real environment.
The mixed sound is synchronized with the sound waveform of
the system utterance in RASP2 and separated into the user ut-
terance and the system utterance by the semi-blind ICA compo-
nent [1]. An ASR engine, Julius [9], then recognizes the sepa-
rated user utterance and records when the utterance starts. The
item-identification sub-system identifies the user’s referent on
the basis of ASR results and the barge-in timing and generates a
system response. We used VoiceText3 developed by PENTAX
Inc. as a Text-to-Speech (TTS) engine.

Our system enumerates updated news titles that are auto-
matically obtained from RSS feeds. After the system identifies
the user’s referent from barge-in utterances, it reads out the de-
tails of the news the user indicates. Figure 6 represents an ex-
ample in which both ASR results and utterance timing should be
considered. From the user utterance “Tell me about the article
on foreign students,” the system cannot identify the user’s refer-
ent only by the ASR result because the word “foreign student”
is included in the two enumerated items. This dialogue exam-
ple shows that the system should use both pieces of information
even when a user utterance contains content words. Actually,
our system can identify the second item “An event for foreign
students KIZUNA · · ·” as the user’s referent by using utterance
timing together.

4.2. Conditions of experimental evaluation

We collected evaluation data from 20 subjects. The system
listed news titles in RSS feeds, and the subjects were told they
could interrupt the system utterance and speak their free expres-
sions. We set three pause lengths between enumerated items:
1.5, 2.0, and 3.0 seconds. The parameter of a gamma distribu-
tion used in our method was determined beforehand as follows:
µ = 0.73.

We evaluated the identification accuracy of our method, that
is, how the system correctly identified the user’s referents. We
set the following two baseline methods for comparisons:

Baseline #1: Using ASR results only
A user’s referent was identified only by the cosine dis-
tance between an ASR result and each news title. If all
cosine distances were 0, no referent was identified, and
the identification was considered to have failed.

2Realtime Array Signal Processor (RASP) was developed by JEOL
System Technology co., Ltd.

3http://voice.pentax.jp/
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System: “Accepting foreign students at Kyoto Univ.”,
“An event for foreign students, KIZUNA· · ·”

User: Tell me about the article on foreign students.

Figure 6: Dialogue example

Baseline #2: Using barge-in timing only
A user’s referent was the item that had just been read out
or presented when a user started speaking.

We made a statistical language model based on the CIAIR
corpus [10] and news articles obtained from RSS feeds. The
vocabulary size was 6,831. The vector size M and the number
of items N varied depending on the enumerated news articles.
On average, M was 104.5, and N was 15.8. The parameter ρ
of a gamma distribution was determined according to the pause
lengths between items and the contents of enumerated items.

4.3. Experimental results

We collected 400 utterances from the 20 subjects. The utter-
ances consisted of 263 reference expressions, 107 content ex-
pressions, and 30 utterances not classified as either. The ASR
word accuracy for all utterances was 35.8%. One of the rea-
sons for the low accuracy was sound reflections or distortions
during the sound source separation since we used a microphone
embedded in a robot instead of using a normal close-talk micro-
phone.

The identification accuracies of the two baselines and of our
method are listed in Table 1. The identification accuracy was
4.2% when only ASR results were used (Baseline #1). Most
significantly, the accuracy for referential expressions was very
low: 4.2%. This is because it was impossible to identify referen-
tial expressions using only the ASR results because no content
words were contained in such utterances. The accuracy for con-
tent expressions was also low at 5.6%. This was directly due to
the low ASR accuracy under the severe ASR condition where
no close-talk microphone was used.

The identification accuracy was 64.5% when only utterance
timing was used (Baseline #2). The accuracy for referential ex-
pressions was much higher that of Baseline #1. This fact indi-
cates that timing information is useful in this situation, as ex-
pected. Furthermore, the accuracy for content expressions also
improved by 24.4 points compared with Baseline #1. The re-
sults showed that the timing information was also effective for
interpreting content expressions.

The identification accuracy of our method was 69.5% for all
of the utterances, which outperformed the accuracies of the two
baseline methods. The differences between Baseline #2 and our
method for referential expressions, content expressions, and to-
tal utterances were statistically significant (p < 0.01) by t-tests.
It is noteworthy that the accuracies of our method were better
than Baseline #2 for all kinds of utterances including referential
expressions. This fact indicates that considering ASR results
together was effective even when the user tried to convey his
intention by utterance timing.

Our method could not correctly handle 30 utterances that
were neither referential expressions nor content expressions and
thus were categorized as “other” in Table 1. These utterances,
for instance, included “The second item please” and “I want to
get the results of the game.” In these cases, the user tried to con-
vey his intention by his ASR results, but these utterances con-
tained no content words that were included in the enumerated
items. Therefore, we could not measure the closeness between
the utterances and each item on the basis of the simple cosine

Table 1: Identification accuracy [%] for user utterances

Referential Content Others Total
(#:263) (#:107) (#:30) (#:400)

(1) only ASR 4.2 5.6 0 4.2
(2) only timing 84.8 30.0 10.0 64.5
Our method 88.2 39.3 13.3 69.5

distance. Enabling our system to handle these utterances is a
task we plan to address in the future. The former example utter-
ance will be resolved by considering anaphora expressions with
numbers. We will also utilize Latent Semantic Mapping [11] to
measure the latent relationship between items and ASR results
for the latter example.

5. Conclusion
We created a novel model of users’ barge-in timing and devel-
oped an identification method by integrating the timing model
with ASR results as a probabilistic representation. We im-
plemented a barge-in-able conversational dialogue system that
reads out news articles obtained from RSS feeds.

Our method covers only a sub-dialogue where a user se-
lects one item when a system lists choices. In a natural con-
versational interaction, users can make a variety of barge-in
utterances, for example, to conclude the conversation quickly,
to correct misunderstandings, or to assert themselves strongly -
not only to indicate their referent. Nevertheless, this study is a
first step towards achieving such an intuitive interaction in con-
versational dialogue systems. We developed a new interaction
exploiting barge-in timing and showed that it can improve the
accuracy of identifying a user’s referent especially in barge-in-
able conversational dialogue systems.
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