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Abstract. Perception system for humanoid should be active, e.g., by
moving its body or controlling parameters of sensors such as cameras
or microphones, to perceive environments better. This paper focuses on
active audition, whose main problem is to suppress internal sounds made
by humanoid movements. Otherwise, such sounds would deteriorate the
performance of auditory processing. Our 4-degree-of-freedom (DOF) hu-
manoid, called SIG, has a cover to enclose internal sounds from the
outside. SIG has a pair of left and right microphones to collect inter-
nal sounds and another pair to collect external sounds originating from
the outside of SIG. A simple strategy of choosing a subband of exter-
nal sounds if sounds from internal microphones in the same subband is
weaker than those from external microphones sometimes fails in internal
sound cancellation due to resonance within the cover. In this paper, we
report the design of internal sound cancellation system to enhance ex-
ternal sounds. First, the acoustic characteristic of the humanoid cover is
measured to make a model of each motor movement. Then, an adaptive
�lter is designed based on the model by taking movement commands
into accounts. Experiments show that this cancellation system enhances
external sounds and SIG can track and localize sound sources during its
movement.
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1 Introduction

We have been studying humanoid to understand high-level perceptual functions
and their multi-modal integration. We use an upper-torso humanoid called SIG
as a platform of our research, because we believe that the integration of multi-
modal sensory input and high degree-of-freedom (DOF) is essential for intelli-
gence [10].

Recently active perception, i.e. the coupling of perception and behavior, has
been studied using high DOF robots [3, 8, 9]. Most of such researches have been
carried out as active vision [1]. Although it provides a framework for obtain-
ing necessary information by controlling camera parameters, vision alone is not
su�cient for some cases where occluded and/or out-of-sight objects exist.



On the other hand, in audition research, audition with behaviors, i.e. active
audition, has not been studied yet even though people hear sounds while in mo-
tion. Indeed, some robotics researches notice the importance of auditory process-
ing with motion, but they assume that the number of meaningful sound sources
is at most 1 and the input sound is loud enough to ignore motor noises [19, 11].
These assumptions are too strong to understand high-level auditory functions.
In addition, they also assume that auditory processing is done without motion.
Therefore, active vision cannot be integrated with auditory processing.

As traditional auditory research attempts to understand psychological phe-
nomenon such as the cocktail party e�ect 1, Computational Auditory Scene Anal-
ysis (CASA) studies a general framework of sound processing and understand-
ing [4, 6, 16, 18]. Its goal is to understand an arbitrary sound mixture including
speech, non-speech sounds, and music in various acoustic environment. However,
most of these approaches still stay within the realm of audition research.

Therefore, active audition is expected to bring a major breakthrough One
of main problems in active audition is to suppress internal sounds made by hu-
manoid movements. Otherwise, such sounds would deteriorate the performance
of auditory processing.

SIG is equipped with the cover to enclose internal sounds from the outside.
However, a simple strategy of treating external sounds as internal noises if inter-
nal sounds are stronger than external sounds sometimes fails in internal sound
cancellation due to resonance within the cover. Therefore, in this paper, internal
noise cancellation system is designed by taking the acoustic characteristics of
the cover into accounts.

The paper is organized as follows: Section 2 presents the active audition
system. Section 3 presents acoustics of the humanoid cover. Section 4 proposes
new sound source localization method by using acoustic measurements. Section
5 shows evaluation of our new localization method, and last two sections give
discussion and conclusion.

2 Active Audition System

Fig. 1 shows the active audition system. The input of the system is assumed
mixture sounds which come from di�erent directional sound sources. The sys-
tem consists of 5 modules; the humanoid SIG with 4 DOFs and 2 pairs of mi-
crophones, pre-processing, internal sound suppression, sound stream separation
and motor control. The output is each separated sound source and tracking the
speci�ed sound source.

2.1 The Humanoid SIG

The mechanical structure of SIGis shown in Fig. 2(a). SIG has 4 DOFs of body
driven by 4 DC motors, a pair of CCD cameras of Sony EVI-G20 as each eye, and

1 A capability that people usually can separate sounds from the mixture and focus on
a particular voice or sound even in a noisy environment.
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Fig. 1. Active Audition System

two pairs of omnidirectional microphones of Sony electret condenser microphone
ECM-77S. Two pairs of microphones are used to separate the outer world from
the inner world. One pair of microphones are installed at the ear position of
the head to gather sounds from outer world. The other pair of microphones
are installed very close to the corresponding microphones to gather sounds from
inner world as shown in Fig. 2(b). And the cover is shown in Fig. 2(c). The cover
not only separates the inner and outer world of SIG, but also has the beauty
and functionality for humanoid exterior design [13].
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Fig. 2. SIG the humanoid

2.2 Sound Pre-processing

The system carries out processing of AD conversion and frequency analysis
against the input sounds in pre-processing module.

Sonorus AUDI/O is adopted as an AD converter in the system. It can process
48 KHz AD conversion of 4 channels (up to 8 channels) synchronously, i.e. mutual
time di�erences between channels are kept. And it converts sampled 4-channel



sound into ADAT2 signal. ADAT signal is captured by Sonorus STUDI/O (PCI
sound card) through a optical �ber. The card is installed in a PC which has a
Pentium III 600MHz CPU and 512M byte memory.

Then, by each channel, frequency analysis transform captured digital sounds
into sound spectrograms on the PC. Fast Fourier Transformation (FFT) for 1,024
points is used for frequency analysis.

2.3 Internal Sound Suppression

In this module, motor noises are cancelled by applying a kind of adaptive �lter.
Because burst noises among motor noises have worse inuences on the system,
the �lter is designed to cut o� mainly burst noises by comparing external sounds
with the corresponding internal sounds on sound spectrograms. It uses heuristics,
which orders that localization by sound or direction-pass �lter ignore a subband
if the following conditions hold:

1. The power of internal sounds is much stronger than that of external sounds.
2. Twenty adjacent subbands have strong power.
3. A motor command is being processed.

The output is two channel; right and left external sounds, which are cancelled
burst noises using the corresponding internal sounds.

2.4 Sound Stream Separation

This module consists of three sub-modules; sound source localization, pitch ex-
traction, and sound source separation by a direction-pass �lter.

Sound Source Localization Direction information of sound sources is ex-
tracted using auditory epipolar geometry [12]. Epipolar geometry is a popular
localization method for stereo vision [7]. Auditory epipolar geometry expands
the epipolar geometry in vision to auditory �eld as shown in Fig 3. This method
extracted direction information without using Head Related Transfer Function
(HRTF). It is useful to localize sound source without using HRTF because HRTF
is easy to change even if surrounded environments are changed a little, in other
words, HRTF is hard to use for sound source localization in real environments.

It extracts peaks by using FFT for each subband, and calculates the in-
teraural phase di�erence (IPD) as the di�erence between phases of right and
left peaks. The bandwidth of each subband is 47Hz in our implementation. The
sound source direction is estimated by Equation (1):

cos � =
v

2�fb
4' (1)

where v is the velocity of sound, b is the distance (baseline) between left and
right microphones, �' is IPD and f is the frequency of sound. For the moment,

2 ADAT is a kind of digital format for multi-channel optical digital signals



the velocity of sound is �xed to 340m/sec and is invariant to the temperature and
humidity. In SIG, the baselines for vision and audition are in parallel. Therefore,
whenever sound source is localized by epipolar geometry in vision, it can be
converted easily into the angle �. This can apply to a method of integration visual
and auditory information, and we reported the feasibility of such integration
based on epipolar geometry [12].
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Pitch Extraction Pitches are extracted by a kind of spectral subtraction [2]. It
uses peak approximation method based on characteristics of FFT and window
function. Consider that the peak [!2; y2] is detected, and the values of both
neighbors are [!1; y1] and [!3; y3] as shown in Fig. 4. Then, the true peak [!0; y0]
is estimated as follows:

!0 =

8>><
>>:
!2 +

2� (2jy1j � jy2j)
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!0 is estimated as the following Equation (2). And the phase and amplitude
of the true peak y0 are estimated as Equations (3) and (4), respectively. <[x]
and =[x] are the real and imaginary part of a complex number x.

Because the above equations require relatively the small number of calcula-
tion, our method can run faster and extract more accurate pitches. For example,
in comparison with Bi-HBSS [17], which is known as a sound source separation
system using a pitch extraction method by spectral subtraction, our method
needs only 1=200 of amount of calculation per a peak [14].



Sound Source Separation by Direction-pass Filter The direction-pass �l-
ter selects subbands that satis�es the IPD of the speci�ed direction. The detailed
algorithm is describes as follows:

1. The speci�ed direction � is converted to �' for each subband (47 Hz).
2. Extract peaks and calculate IPD, �'0.
3. If IPD satis�es the speci�ed condition, namely, �'0 = �', then collect the

subband.
4. Construct a wave consisting of collected subbands.

2.5 Problem in Active Audition System

The system, however, has a problem that noise cancellation can not be su�cient
because the internal microphones can capture louder sounds originating from
the outer world than the external microphones.

We considered that the problem was caused by resonance inside the cover.
We needed to measure acoustics of the cover to con�rm it and to improve noise
cancellation. Acoustic measurement is described as the next section.

3 Acoustic Analysis of The Cover

The cover acoustics is measured in an anechoic room. The items of acoustic
measurements are shown in the following.

1. Frequency response of each motor noise with both internal and external
microphones (Figs. 5(a) and (b)). Each motor moves from �45� to 45� ( 0�

is the center of SIG ) at the constant velocity (14.9 degree/sec). The noises
of each motor are captured three times, and the averages are calculated.

2. Intensity di�erence between internal and external microphones. Fig. 6(a)
shows intensity di�erence of each motor noise. The conditions of motors are
the same as 1. The graph is estimated by subtracting internal microphone's
frequency response from external one. Fig. 6(b) shows intensity di�erence
of the outer sounds. This is estimated by impulse responses. The impulse
responses are measured at 12 points which are elements of a matrix of hori-
zontal and vertical directions; horizontal directions (azimuths) are 0�, �45�,
�90� and 180� from robot center and vertical directions (elevations) are 0�

and 30�.
From the �gures, main observations are summarized as follows:

1. Motor noise is broadband and is captured less than 30 dB by internal mi-
crophones, is captured less than 20 dB by external ones as shown in Figs.
5(a) and (b).

2. Motor noise is captured louder by external microphones than by internal
microphones for frequencies of more than 2.5 KHz as shown in Fig. 6(a).
This shows that the cover makes it easier to capture motor noise by internal
microphones, because sounds from outer world is cut o� by the cover.
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Fig. 5. Frequency Response of Motor Noise
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Fig. 6. Intensity Di�erence

3. Acoustic signals are often captured louder by internal microphones than
by external microphones for frequencies of less than 2 KHz. Especially, the
tendency is more remarkable for frequencies of less than 700Hz as shown
in Fig. 6(b). This shows resonance within the cover. The diameter of the
cover is about 18 cm, which is corresponded to �=4 at frequency of 500Hz.
This causes resonance which has 500 Hz of center frequency. The similar
resonance is occurred in Fig. 6(a).

4. Internal sound is captured about 10 dB louder than external sound on aver-
age by comparing Fig. 6(a) and Fig. 6(b). Therefore, the cover e�ciency to
separate the inner and outer sounds is about 10 dB.

4 New Noise Cancellation Method

We revise a noise canceling method using the acoustics. First, we store the data
of the acoustic measurement in the system. The noise data of each motor is
stored as a power spectrum of the averaged measured noises. Next, we use the
stored data as templates to judge burst noises. When the motor makes a burst
noise, the intensity of the noise is quite stronger because microphones location
is relatively near the motor. Therefore if the spectrum and intensity of captured
noise is similar to those of a noise template, the captured noise is regarded as a



burst noise. Speci�cally, the subband is cancelled if the following conditions are
satis�ed:

1. Intensity di�erence between external and internal microphones is similar to
measured motor noise intensity di�erences.

2. Intensity and pattern of the spectrum are similar to measured motor noise
frequency responses

3. A motor command is being processed.

5 Experiments

In this section, we demonstrate the e�ectiveness of noise cancellation by the new
method in sound source localization.

Humanoid
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Fig. 7. Experiment: Sound source localization while SIG moves.

There are two sound sources: two B&WNoutilus 805 loud speakers located in
a room of 12 square meters. The system is installed in a conventional residential
apartment facing a road with busy tra�c, and exposed to various daily life noise.
Sound environment is not at controlled for experiment to ensure feasibility of
the approach in daily life.

One sound source A (Loud Speaker A) plays a pure tone of 500 Hz. The other
sound source B (Loud Speaker B) plays that of 600 Hz. A and B are located
in front of SIG. SIG turns toward the direction of the sound source B at the
velocity of 14.9 degree/sec using the direction obtained by audition under the
condition that both A and B make sounds. Fig. 7 shows this situation.

Fig. 8(a) shows the captured sound spectrogram, Figs. 8(b), (c) and (d) show
the localization results. The Y axis of each graph describes direction of A and
B in humanoid coordinate system. Figs. 8(b), (c) and (d) show the results of
sound source localization without noise cancellation, with noise cancellation by
the previous method, and with our new noise cancellation, respectively.

Fig. 8(a) depicts 4 burst noises at 5.5, 7.0, 8.1 and 9.0 seconds. Fig. 8(b)
also shows that sound source localization is badly impaired. Using our previous
method, burst noises at 5.5 and 7.0 seconds are cancelled or weakened as shown
in Fig. 8(c), but other noises still remain. Fig. 8(d) shows that our new method
cancels all burst noises and suppresses vibration.
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Fig. 8. Localization Experiments of sound sources

However, location error of �10� can be observed; when the robot has rotated
by 80�, the actual sound source is located at the angle of 100�. This IPD error
may be caused by the mismatch between FFT window length and wave length,
and by ambiguity of peak position due to discretization of FFT. And we demon-
strate the noise cancellation in case of using a motor and the constant velocity
of the motor. Our noise cancellation method should be extended to the variable
velocities of motors.

6 Discussion

We propose auditory epipolar geometry, which provides a sound source local-
ization method without using Head Related Transfer Function (HRTF). In real
world, localization without using HRTF is needed because HRTF depends on
environments. And the method can be easily used for integrating auditory and
visual information as shown in section 2.4. Though the experiments demonstrate
e�ective noise cancellation method using noise database in real-world environ-
ments, the system still has about �10� error in sound source localization. It
may be di�cult to solve the problem only using auditory information because
it is said that even human auditory capability has �8� error in sound source
localization [5].



Therefore, other sensory information such as vision and tactile information
is required to compensate the error. The integration of vision and audition was
done by Nakagawa et al [15]. However, their system fails in sound source local-
ization and separation in real environments because it works only in simulated
environments and using HRTF. We have already demonstrated the feasibility of
the integration of audition, vision, and motor information in real-world environ-
ments [12]. This performance will be improved by incorporating the proposed
method. Real time processing of active audition is critical in real world applica-
tions. To calculate IPD by auditory epipolar geometry is not di�cult to speed up,
but an IPD error described in Sec. 5 needs more sophisticated theoretical treat-
ment. Other future work includes incorporating various acoustic features such
as harmonics, onset, o�set, common amplitude modulation, common frequency
modulation, formants, timbre, and so on.

7 Conclusion

We discuss the importance of this research with respect to active audition since
it has not been studied so far. We also discuss that the cover is important for
active audition. By analyzing the acoustics of the cover, we demonstrate the
e�ectiveness of noise cancellation method which improves sound source local-
ization even while the humanoid is moving. In addition, we show that auditory
epipolar geometrymethod without using HRTF plays an important role of sound
source localization in real environments. Because this method can be easily ex-
panded to combine visual information, it can be a useful method not only for
active audition but also for active perception which integrates various sensory
information. Active perception is important for the integration of perceptual
information as well as to understand fundamental principles of intelligence.
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